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Abstract
The abdominal aorta is the largest artery in the abdominal cavity that supplies blood flows to vital organs through the com-
plex visceral arterial branches, including the celiac trunk (the liver, stomach, spleen, etc.), the renal arteries (the kidneys) 
and the superior and inferior mesenteric arteries (the small and large intestine, pancreas, etc.). An accurate simulation of 
blood flows in this network of arteries is important for the understanding of the hemodynamics in various organs of healthy 
and diseased patients, but the computational cost is very high. As a result, most researchers choose to focus on a portion of 
the artery or use a low-dimensional approximation of the artery. In the present work, we introduce a parallel algorithm for 
the modeling of pulsatile flows in the abdominal aorta with branches to the primary organs, and an organ-based two-level 
method for calculating the resistances for the outflow boundary conditions. With this highly parallel approach, the simulation 
of the blood flow for a cardiac cycle of the anatomically detailed aorta can be obtained within a few hours, and the blood 
distribution to organs including liver, spleen and kidneys are also computed with certain accuracy. Moreover, we discuss 
the significant hemodynamic differences resulted from the influence of the peripheral branches. In addition, we examine the 
accuracy of the results with respect to the mesh size and time-step size and show the high parallel scalability of the proposed 
algorithm with up to 3000 processor cores.

Keywords  Computational hemodynamics · Blood flow simulations · Abdominal aorta with primary organs · Finite 
element · Parallel computing

1  Introduction

Human abdominal aorta supplies oxygen-rich blood to many 
vital organs, including the stomach, liver, kidneys, spleen, 
pancreas and intestines, among others. Vascular diseases 
occurred in the abdominal aorta can be life-threatening or 
even fatal, such as the abdominal aortic aneurysm (Chai-
kof et al. 2018; Kent 2014). The diagnosis and management 
of the vascular diseases are usually based on the geometric 

morphology features, such as the size and shape, measured 
with imaging techniques or invasive operations. The accu-
racy of the diagnosis is sometimes limited; for example, 
some population-based studies report more than 50% inac-
curacy in accessing the rupture risk by using the aneuris-
mal maximum diameter (Chaikof et al. 2018; Ghulam et al. 
2017). Combined with the medical image technologies, the 
numerical blood flow simulation has recently emerged as a 
promising tool to provide additional hemodynamic features 
for the diagnosis and treatment of vascular diseases (Taylor 
et al. 2013).

In recent years, many numerical techniques have been 
developed for the numerical simulation of the blood flow and 
can be summarized into two categories: the low-dimensional 
(0D, 1D and tube-load) and the high-dimensional (2D and 
3D) methods (Grinberg et al. 2009; Liu et al. 2015; Zhou 
et al. 2019). The low-dimensional approaches are compu-
tationally inexpensive and capable of modeling the global 
circulation without concerning any detailed local fluid 
structures. The high-dimensional approach is more useful 
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to analyze the detailed local hemodynamics, that can be used 
to assist clinicians for the early diagnosis, risk assessment 
and treatment planning of the vascular diseases (Chisci et al. 
2018; Chung and Cebral 2015). However, the high-dimen-
sional approaches are computationally expensive and most 
of the existing works are restricted to low-resolution meshes 
or drastically simplified geometry (Boyd et al. 2016; Owen 
et al. 2016; Tse et al. 2011). Computational results in Blanco 
et al. (2020) address the significance of the aortic branches 
by directly comparing the anatomically detailed and sim-
plified network vessels. Clinical findings in Ambler et al. 
(2015); Regnier et al. (2018) indicate that the flow changes 
in some peripheral branches caused by surgical interventions 
increase the organ-dysfunction risk. Therefore, in this paper, 
we focus on a highly efficient method capable of simulating 
blood flows in the abdominal aorta including the branches 
of the primary organs.

We now briefly review some works that consider the side 
branches during the 3D blood flow simulation in the abdomi-
nal aorta. For hypothetical aortic geometries, the steady flow 
was studied in tubes with four (Shipkowitz et al. 1998, 2000) 
and seven branches (Lee and Chen 2003; Taylor et al. 1998). 
The pulsatile flow was simulated in four-branch geometric 
models with different anatomic variations (Kandail et al. 
2015). Recently in Xiong et al. (2016); Li et al. (2018), the 
local patterns of the blood flow generated by hypothetical 
graft implantations were investigated in a tube with a renal 
branch. For patient-specific geometries, there is a trend of 
utilizing more realistic geometries with increasing number 
of branches. Initially, most researchers focused on tube-like 
structures with one bifurcating branch. Later in Frauenfelder 
et al. (2006), several branches were included to study the 
blood flow changes caused by stent-graft implantations. 
In Les et al. (2010), the hemodynamic difference in a ten-
branch abdominal aorta was studied for the scenarios of 
resting and exercising. We mention that some rather large 
simulations of full-body arterial networks were conducted 
in Figueroa and Humphrey (2014); Xiao (2014), but there 
is no clinical verification for the computed results (Zhou 
et al. 2010). Despite a large number of publications on blood 
flow simulations, 3D simulations with a complex network 
of arterial branches are still scarce in the literature since 
the number and geometric complexity of the aortic branch 
dramatically increase the computational cost, the memory 
requirement, and the difficulties of solving the partial differ-
ential equations. In order to meet the computational require-
ment, parallel algorithms implemented on supercomputers 
are essential for a large-scale imaged-based CFD blood 
flow simulation. Therefore, in this paper, we adopt a highly 
parallel framework to study the influence of the primary 
and peripheral branches on the local hemodynamics of the 
abdominal aorta.

To obtain an accurate assessment of the blood flow distri-
bution from the aorta to specific organs or regions is another 
point to be considered in this paper. Different approaches 
have been proposed via the adjustment of the terminal resist-
ance to achieve a desired blood flow distribution. For exam-
ple, the commonly used Marray’s law relates the flow rate 
to the diameter of the vessels (Luo et al. 2019; Taylor et al. 
2013). Though the resulting flow rate is inversely propor-
tional to the vessel size, this approach does not guarantee a 
required blood supply to specific destinations. In Grinberg 
and Karniadakis (2008), clinically measured flow rates are 
imposed to the cranial arteries with ten outlets through the 
use of a time-dependent resistance. However, it is infeasible 
to measure the flow rates for all outlets of a complex geo-
metrical model such as the one under consideration in the 
present paper. In Blanco et al. (2012, 2014), the adjustment 
of the blood flow was equivalently transformed into an opti-
mization problem of setting optimal values for the terminal 
resistances, but it was implemented only for the one-dimen-
sional case. The importance of a desired blood supply to a 
specific organ is well recognized, but not often considered 
during the simulation due to its high computational cost and 
complexity in the implementation. In this paper, we intro-
duce a resistance-flow relationship that can approximately 
achieve a given blood flow distribution without increasing 
much of the overall computational cost.

The computational task is very challenging and requires 
an algorithm that is highly scalable, and also robust with 
respect to the complex configuration of the arterial network 
and the associated flow parameters. Therefore, we adopt 
the Newton–Krylov–Schwarz (NKS) framework to solve 
the large-scale, sparse and nonlinear system incurred by 
the discretization of the governing equations. Literally, the 
NKS utilizes an inexact Newton method to deal with the 
nonlinearity of the system and a Krylov subspace method 
to solve the Schwarz preconditioned linear Jacobian system 
within each Newton step (Luo et al. 2019). The NKS has 
been successfully applied to many different problems, such 
as the fluid flow modeling (Luo et al. 2019), the atmospheric 
transport simulation (Yang and Cai 2014) and the aerody-
namic analysis (Liao et al. 2019). Its parallel scalability with 
application to the blood flow modeling has been studied in 
Kong et al. (2018), without the consideration of the Wind-
kessel outlet boundary condition, which requires more com-
munications among subdomains due to its integral nature.

The rest of this paper is organized as follows. In Sect. 2, 
we first give a description of the abdominal aorta with 
branches of the primary organs and introduce the mesh-
ing of the artery and then present the numerical method to 
solve the governing equations with the Windkessel bound-
ary condition. In Sect. 3, a patient-specific abdominal aorta 
is studied and analyzed with an emphasis on the hemody-
namic changes due to the influence of the branches and the 
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organ-based blood flow distributions. We also discuss the 
numerical properties of the method including the accuracy 
of the solution and the scalability of the algorithm. Finally, 
we draw some conclusions in Sect. 4.

2 � Methodology

2.1 � Image segmentation and meshing

As shown in Fig. 1, we consider a patient-specific abdomi-
nal aorta with 144 outlet branches, including several closed 
loops of the interconnected arteries. All primary branches 
are marked in the figure, including the celiac artery (to the 
liver, stomach, spleen, etc.), the renal arteries (to the two 
kidneys), the superior and inferior mesenteric arteries (to 
the small and large intestine, pancreas, etc.), the inferior 
phrenic arteries (to the diaphragm), the middle suprarenal 
arteries (to the suprarenal glands) and the iliac arteries (to 
lower limbs). The geometry is reconstructed from a com-
puted tomography angiography (CTA) image by using a 
region growth method in the Mimics (Materialise, Leuven, 
Belgium). The minimum outlet diameter is 0.93mm , and 
the pixel spacing of the used CTA image is 0.68mm . To 
have a more reliable segmentation, we perform manual cor-
rections in the Geomagic Studio (Geomagic, Morrisville, 
North Carolina). Since we are also interested in computing 
the flow distribution to specific organs, vessels connected 
to the interested organs are grouped together, including the 
proper hepatic artery (yellow) to the liver, the splenic artery 
(green) to the spleen, the left (blue) and right (purple) renal 
arteries to the left and right kidneys.

We denote the artery as � , with one inlet �I , m outlets 
� i
O

 ( i = 1, 2,… ,m ) and the wall surface �w . An unstruc-
tured tetrahedral mesh is generated to cover � by using the 
ICEM (ANSYS, Canonsburg, Pennsylvania). A schematic 
diagram of a coarse mesh is shown in Fig. 2. The mesh 
is highly non-uniform with smaller elements in smaller 
branches and the diameters of the elements range from 
less than a millimeter to several millimeters. For some 
part of the artery, the mesh size is manually adjusted. In 
Fig. 2, magnified images in black boxes show the coarse 

Fig. 1   The 3D geometry of human abdominal aorta with 144 branches reconstructed from CT images. Major branches are marked, including the 
proper hepatic artery (yellow) to the liver, the splenic artery (green) to the spleen, the left (blue) and right (purple) renal arteries to the kidneys

Fig. 2   A schematic diagram of a coarse mesh for the abdominal 
aorta. Meshes for branches of target organs including the liver, the 
spleen and the left and right kidneys are shown in magnified images. 
Noted that some of the peripheral branches cannot be segmented due 
to the limited CT resolution
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meshes of the arteries to specific organs, and those in 
red boxes show the locally refined meshes. Note that the 
coarse meshes are used for display only and not for actual 
computations. The whole process takes a few hours for a 
user with enough experiences using the segmentation and 
meshing software.

2.2 � Governing equations and boundary conditions

The blood flow is considered as an incompressible Newto-
nian fluid and governed by the following 3D Navier–Stokes 
equations (Morris et al. 2016),

where � is the fluid density; ��� = −pIII + �(∇uuu + ∇uuuT ) is the 
Cauchy stress tensor with III being a 3 × 3 identify matrix and 
� being the fluid dynamic viscosity; p is the pressure and uuu 
is the velocity vector with 3 components.

The solution of (1) is determined by the initial and 
boundary conditions. Since there is no realistic initial con-
dition available, we begin our calculation with zero veloc-
ity and zero pressure. The Dirichlet boundary condition 
is prescribed to the inlet boundary, which takes the form

where vvvI is the inflow velocity and can be derived by the 
relationship vvvI = nnn ⋅ Q∕S , where S and nnn are the area and 
the inward normal of the inlet, and Q is a given inflow rate 
profile. The rigid no-slip boundary condition is applied to 
the wall boundary as

The 3-element Windkessel model is applied as the bound-
ary condition to all the outlets, as shown in Fig. 3 for the 
ith outlet. The model is based on a proximal resistance R1

i
 

in series with a component consisting of a resistance R2
i
 in 

parallel with a capacitor Ci , accounting for the resistance 
and compliance at the downstream vasculature, respectively. 
Let p�

i
(t) be the distal pressure at the ith outlet, then the cor-

responding outlet boundary pressure pi(t) and flow rate Qi(t) 
are related by the following relationship (Capoccia 2015; 
Vignon-Clementel et al. 2006)

(1)
�

(
�uuu

�t
+ (uuu ⋅ ∇)uuu

)
− ∇ ⋅ ��� = 0, in � × (0, T],

∇ ⋅ uuu = 0, in � × (0, T],

(2)uuu = vvvI , on �I × (0, T],

(3)uuu = 0, on �W × (0, T].

(4)

pi(t) = p�
i
(t) +

(
pi(0) − p�

i
(0) − R1

i
Qi(0)

)
e−t∕�i

+ R1
i
Qi(t) + ∫

t

0

e−(t−s)∕�i

Ci

Qi(s)ds,

�i = R2
i
Ci, i = 1, 2,… ,m,

where Qi takes the form Qi = ∫
� i
O

uuu ⋅ nnnid�  with nnni being the 
outward surface normal at the ith outlet; pi(0) and Qi(0) are 
the initial pressure and flow rate at the outlet, respectively. 
In this paper, we set the distal pressure p�

i
(t) and its initial 

value p�
i
(0) to be 0, as suggested in Liu et al. (2017); Zhang 

et al. (2009).

2.3 � Two‑level outlet resistance distributions

The total capacitance CT and resistance RT are needed in order 
to determine the capacitance Ci and resistance R1

i
 and R2

i
 in (4) 

for all the outlets. For this purpose, we consider a Windkessel 
model at the inlet and the patient-specific CT and RT are chosen 
with the given values of the diastolic and systolic pressures of 
the patient (Xiao et al. 2014). The way to split CT and RT to the 
outlets directly affects the results of the simulation. Usually, 
for an artery with multiple outlets, the capacitance and the 
resistance of the ith outlet are distributed according to the radii 
of the branch outlet surface by

where rl is the radius of the lth outlet (Fossan et al. 2018; Lan 
et al. 2018). However, when the complexity of the artery 
increases to include artery trees to multiple organs, this 

(5)Ci = CTr
2
i

( m∑

l=1

r2
l

)−1

,

(6)Ri = RT (r
3
i
)−1

m∑

l=1

r3
l
,

Fig. 3   The inlet and outlet boundary conditions. The inlet veloc-
ity boundary condition is obtained from the inlet flow rate Q. Rk

organ
 

with k = 1, 2, 3 and 4 represent the total organ resistances to the liver, 
the spleen, the right and left kidneys, respectively. The three-element 
Windkessel model is applied at the boundary of each outlet
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approach fails to provide a reasonable estimate of the flow 
distributions to these organs (Blanco et al. 2012). To quan-
tify the blood flow distribution to specific organs, we define 
the following blood flow fraction

where Q is the total blood flow entering the inlet in a cardiac 
cycle, Q

k

organ
 is the total blood flow exiting kth organ. Accord-

ing to the clinical reference values published in Valentin 
(2002), when the cardiac output is given, the blood flow 
fraction of the organs should be 6.50% for the liver, 3.00% 
the spleen and 9.50% for both the left and right kidneys, 
as shown in the second column of Table 1. However, if we 
apply the rule (6), with our calculation, the blood flow frac-
tion of the organs is very different and is clearly wrong as 
shown in the third column of Table 1. Therefore, to meet 
a required blood supply to specific organs, we introduce a 
different rule to split the resistance.

Following Grinberg and Karniadakis (2008), for each out-
let the resistance Ri and the flow rate Qi satisfy the following 
relationship approximately

As presented in Grinberg and Karniadakis (2008), the error 
of (8) is influenced by the value of terminal resistance, ves-
sel length, nonlinear effect and 3D geometry of the model, 
but in practice, the error is small enough that can be ignored 
since the value of terminal resistance is sufficiently large.

(8) can be used to derive the resistance Ri if the correspond-
ing Qi is available. Unfortunately, Qi is generally not available 
for each individual outlet. In the present work, we introduce a 
two-level resistance distribution algorithm that first splits the 
total resistance to different organs using (8) and then further 
split the organ resistance to each individual outlet using (6). 
Let Rk

organ
 be the total resistance of the kth organ as shown in 

Fig 3, then following (8), we have

(7)Fk
organ

= Q
k

organ
∕Q,

(8)QiRi = RTQ.

(9)Rk
organ

Q
k

organ
= RTQ.

Since the blood flow fractions to individual organs are clini-
cally available, Rk

organ
 can be solved from (9) for each organ. 

The resistance for each outlet of this organ can be computed 
using (6) with RT replaced by Rk

organ
 . The resistance of other 

outlets not belong to the organs can be calculated using (6) 
directly. After obtaining Ri for all outlets, the resistances 
within the Windkessel model of the ith outlet are then cal-
culated by the relationship Ri = R1

i
+ R2

i
 with R1

i
= 0.055R2

i
 

(Blanco et al. 2014).

2.4 � Numerical methods

The blood flow model described in (1) is discretized by 
an implicit backward Euler method in time and a stabi-
lized P1 − P1 (linear velocity and pressure) finite element 
method in space. The stabilization term is added since the 
P1 − P1 pair does not satisfy the inf-sup or Ladyzhens-
kaya–Babuška–Brezzi condition. The detail of discretiza-
tion can be found in Kong et al. (2018). The discretization 
leads to a sequence of large, sparse and nonlinear algebraic 
system to be solved at each time step,

Because of the fine mesh required to ensure the accu-
racy of the solution, the size of the system (10) is very 
large. Moreover, due to the complex nature of the geom-
etry, the solution changes drastically in time and in space, 
therefore a highly parallel and sufficiently robust method 
is required to solve (10). We adopt the class of domain 
decomposition methods called Newton–Krylov–Schwarz 
(NKS) which solves the nonlinear system (10) with an 
inexact Newton method, and the Jacobian problems in the 
Newton method are solved by a Krylov subspace method 
preconditioned by a Schwarz type overlapping domain 
decomposition method. Specifically, for each time step, 
this algorithm obtains a new approximate solution Xk+1 
by updating the previous solution Xk along the Newton 
direction Sk with a step length �k

until a given absolute or relative tolerance is reached. In this 
formula, the step size �k is calculated by a cubic line-search 
method and the Newton correction Sk is obtained by solving 
the following preconditioned Jacobian system

where M−1
k

 is the restricted additive Schwarz preconditioner; 
Jk is the Jacobian matrix of F(X) which is analytically com-
puted to provide the required robustness and to reduce the 
overall compute time (Barker and Cai 2010). We solve (12) 

(10)F(X) = 0.

(11)Xk+1 = Xk + �kSk,

(12)JkM
−1
k
MkSk = −F(Xk),

Table 1   The blood flow fractions to specific organs, including the 
liver, the spleen and the left and right kidneys. The second column 
is the clinically measured blood flow fraction reported in Valentin 
(2002). The third column is the computed blood flow fraction when 
the resistance is split by (6)

Arteries Measured Computed

Proper hepatic 6.50% 2.77%
Splenic 3.00% 1.75%
Left renal 9.50% 5.53%
Right renal 9.50% 2.21%
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approximately using the Krylov subspace method, GMRES, 
to satisfy

where the forcing term �k is used to control the accuracy for 
the linear solver.

3 � Results and discussions

In this section, we first present a validation of the proposed 
numerical method by comparing our computed solution with 
that obtained with the commercial software CFX (ANSYS, 
Canonsburg, Pennsylvania). Then, we focus on the simula-
tion of blood flows in a patient-specific aorta with primary 
organs. Last, we study some properties of the proposed algo-
rithm. Our method is implemented on top of the open source 
software package Portable Extensible Toolkit for Scientific 
computing (PETSc) library (Balay et al. 2020). The blood 
flow is characterized with a density of � = 1.06 g/cm3 and a 
dynamic viscosity of � = 0.035 g/cm s. For the NKS solver, 
the inexact Newton iteration is stopped with the relative or 
absolute tolerance 10−6 and the Krylov iteration is stopped 
by the relative tolerance 10−3.

(13)‖JkM−1
k
MkSk + F(Xk)‖ ≤ �k‖F(Xk)‖,

3.1 � A benchmark problem

To validate the proposed method, we consider the simulation 
of blood flow in a relatively simple geometry and compare 
the results with that obtained with CFX. As shown in Fig. 4a, 
we consider a patient-specific abdominal aorta bifurcating 
into two iliac vessels. Three monitor points are placed on the 
surface at which we compare the computed values from dif-
ferent methods. A constant pressure of 90 mmHg is imposed 
as the outlet boundary conditions. A patient-specific inflow 
boundary condition is prescribed with a flow rate Q given 
in Fig. 4b. For the CFX-based simulation, the conservation 
equations for the mass and momentum are solved by using a 
backward Euler scheme in time and a finite volume method 
in space. The simulation is carried out for a full cardiac cycle 
on 16 CPU cores, and its convergence is achieved when the 
root mean square residual reaches 10−4 . For the NKS-based 
simulation, 240 CPU cores are used. For both simulations, 
we use the same mesh with 970025 tetrahedral elements and 
the time-step size is 0.004 s.

As shown in Fig. 4c, the computed flow rates at the two 
outlets obtained from NKS and CFX agree quite well. Both 
methods observe a greater flow at outlet 2 than outlet 1 in 
the earlier phase of the cardiac cycle; later in the cycle more 
flow exits outlet 1 than outlet 2, see the magnified image in 
Fig. 4c. Fig. 4d depicts the temporal variation of the pressure 
at the three monitor points. It can be seen that both methods 

Fig. 4   A benchmark compari-
son between NKS and CFX: a 
the computational domain is 
the abdominal aorta with two 
outlets; b a pulsatile flow is 
imposed on the inlet boundary; 
c the comparison of the tempo-
ral evolution of the flow rates at 
two outlets and d the pressures 
at three monitor points com-
puted with NKS and CFX
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yield well-consistent results for the temporal evolution of the 
pressures, with a root mean-square error 0.06 mmHg for P1 , 
0.05 mmHg for P2 and 0.08 mmHg for P3.

We also compare the spatial distributions of the pressure 
and velocity at t = 0.2 s in Fig. 5. For the pressure, although 
minor pressure differences exist at the location near the out-
let 2, similar distributions are obtained by both methods, 
with relatively higher values on the surface of the abdominal 
aorta and lower values on the surface of the branches. For 
the velocity, though slight differences exist in the location 
where the pressure differs, similar contours are obtained by 
both methods, with relatively higher values in the branches 
and lower values in the abdominal aorta. Overall, the results 
are well matched, which validates the correctness of the pro-
posed numerical algorithm.

3.2 � Abdominal aorta with major organs

In this subsection, we consider an abdominal aorta with 
branches to major organs in the abdominal cavity (see 
Fig. 1). There are 144 outlets, including 16 in the liver, 9 
in the spleen, 4 in the left kidney and 6 in the right kid-
ney. To compare our results with those from the Blanco’s 
work (Blanco et al. 2014), we extract its flow rate profile 
at the supraceliac location of the abdominal aorta as our 
inlet boundary condition, as shown in Fig. 6. The flow rate 
is scaled by a factor of 0.74, which is derived by scaling 

down the cardiac output from 6.727 L/min to a standard 
value of 5.00 L/min (Zhang et al. 2015). Let D be the diam-
eter of the inlet, then the Reynolds number can be estimated 
by Re = �uD∕� with a peak value 3499 at the inlet. Note 
that, in Blanco et al. (2014), the cardiac output is 6.727 L/
min, among which 4.37 L/min goes to the abdominal aorta, 
accounting for 65.00% of the cardiac output. The same per-
centage is maintained in our study so that 3.25 L/min goes 
to the abdominal aorta amidst the cardiac output 5.00 L/
min. The initial pressures for the inlet and the ith outlet in 
the Windkessel model, namely p(0) and pi(0) , are all set to 
91.00mmHg . The mesh consists of 14272020 tetrahedral 
elements and 2802677 nodes. The average length of the 
minimum element edge is about 0.30mm , which is smaller 
than the spatial resolution 0.68mm of the CTA image. To 
reach a periodic state, the simulation is carried out for two 
cardiac cycles. The time-step size is 0.001 s . The overall 
computation takes about 21 hours of wall clock time with 
1080 processor cores.

Using the diastolic pressure 91.00mmHg and the systolic 
pressures 136.00 mmHg at the abdominal aorta from Blanco 
et al. (2014), the total resistance RT and the total compli-
ance CT are 2680.97 dyn ⋅ s/cm5 and 4.16 × 10−4 cm5∕dyn , 
respectively. Table 2 lists the resistance and the blood flow 
fraction obtained with and without the use of the organ-
based resistance Rk

organ
 . Without using the intermediate level 

of resistance Rk
organ

 , as pointed out in Table 1, the computed 
blood flow fractions to interested organs, including the liver, 
the spleen and the left and right kidneys, are far from the 
clinically measured values in Valentin (2002).

By introducing the total resistances to the organs, we can 
regulate the blood flow to the organs. As shown in Table 2, 
the computed blood flow fractions are 6.42% for the proper 
hepatic artery, 3.03% for the splenic artery, 9.61% and 
9.25% for the left and right renal arteries. We quantify the 

Fig. 5   The pressure and velocity distributions at t = 0.2 s computed 
with NKS and CFX

Fig. 6   The inflow rate profile for two cardiac cycles is imposed as the 
inlet boundary condition
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discrepancy between the computed blood flow fraction and 
the clinically measured one by calculating the relative errors

where Fk
organ

(measured) is the clinically measured blood 
flow fraction reported in Valentin (2002); Fk

organ
(6) and 

Fk
organ

(new) are the computed blood flow fractions obtained 
without and with the use of total resistances to the organs, 

(14)

e1 =
|Fk

organ
(measured) − Fk

organ
(6)|

Fk
organ

(measured)
,

e2 =
|Fk

organ
(measured) − Fk

organ
(new) |

Fk
organ

(measured)
,

respectively. It shows that the accuracy in the estimation 
of the flow to organs is greatly improved by the use of the 
organ-based resistance. Moreover, the total output volumes 
are consistent with the input volume over the cardiac period, 
accounting for 65.00% of the cardiac output, which strictly 
satisfies the mass conservation no matter how the resist-
ance is distributed. We remark that though allocated with 
the same value of resistance, the obtained blood flow frac-
tions are not exactly the same here for the two renal arteries, 
which may be due to the geometrical difference, as has been 
reported in Lee and Chen (2002). We also compare the com-
puted flow rates to the individual organs with the published 
data in Table 3 and they agree well. By using the total resist-
ance RT and the total flow Q , we compute two flow fractions 
and ratios of resistance. In the first level, namely the organ 
level, using the values of Rk

organ
 and Qk

organ
 for each of the 

organs, we compute the ratios RT∕R
k
organ

 and Q
k

organ
∕Q . In 

the second level, using the values of Ri and Qi for each of the 
outlets, we compute the ratios RT∕Ri and Qi∕Q . We then plot 
the two levels of blood flow fractions and ratios of resistance 
in Fig. 7. It shows a near equal relationship for both levels, 
which verifies the correct implementation of (9).

Fig. 8 plots the temporal evolution of the flow rates of the 
interested organs and the pressure at four monitor points, 
Pa , Pb , Pc and Pd , obtained with and without the use of the 
organ-based resistance. “One-level pressure” and “One-level 
flowrate,” represented by the dotted lines, are the pressure 
and flow rate calculated when all the resistance are split 
by (6). “Two-level pressure” and “Two-level flowrate,” rep-
resented by the solid lines, are the pressure and flow rate 
calculated when the organ-based resistance is applied before 

Fig. 7   A near equality of the blood flow fraction Qi∕Q ( Q
k

organ
∕Q ) 

and the ratio of resistance RT∕Ri ( RT∕R
k
organ

 ) for 144 outlets (small 
circle) and 4 organs (large circle)

Table 2   The resistance and the blood flow fraction to specific organs, 
including the liver, the spleen and the left and right kidneys. “NA” is 
the number of arteries to the target organs; “ Fk

organ
(measured)” is the 

clinically measured blood flow fraction reported in Valentin (2002); 
“ Rk

organ
(6) ”, “ Fk

organ
(6) ” and e1 are the resistance to each organ, the 

obtained blood flow fraction and the relative errors when the terminal 
resistance is split directly by (6). “ Rk

organ
 (new)”, “ Fk

organ
 (new)” and e2 

are their counterparts obtained when the organ-based resistance Rk
organ

 
is applied

Arteries NA Fk
organ

(measured) Rk
organ

(6) Fk
organ

(6) e1 Rk
organ

(new) Fk
organ

(new) e2

Proper hepatic 16 6.50% 62755.61 2.77% 57.38% 26727.23 6.42% 1.23%
Splenic 9 3.00% 99693.75 1.75 % 41.67% 57909.00 3.03% 0.01%
Left renal 4 9.50% 32049.87 5.53% 41.81% 18287.05 9.61% 1.16%
Right renal 6 9.50% 81896.10 2.21% 76.74% 18287.05 9.25% 2.63%
Others 109 – 3293.57 52.87% – 4785.87 36.81% –
Total 144 – 2681.00 65.13% – 2681.00 65.12% –

Table 3   Comparison of the flow 
rate between our computed and 
the clinically measured data 
from publications

Arteries Measured (ml/min) Computed (ml/
min)

Proper hepatic 337 ± 204, 215 ± 101 (Yzet et al. 2010) 321.2
 Splenic 179 ± 37 (Sato et al. 1987), 151.7

370 ± 181 (Nakamura et al. 1989)
Left/right renal 413 ± 122 (Keegan et al. 2015) 480.4/462.7
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the split by (6). It shows that the organ-based resistance has 
a significant impact on the magnitude of the flow rate. More 
specifically, by decreasing the organ-based resistance from 
Rk
orgran

(6) to Rk
orgran

(new) as in Table 2, the percentages of 
flows to these organs are increased in “Two-level flowrate” 
comparing to “One-level flowrate,” thus closer to the clini-
cally measured values. The maximum increment of the flow 
rates is 5.75ml/s , 2.87ml/s , 6.03ml/s and 9.41ml/s for the 
proper hepatic artery, the splenic artery and the left and right 
renal arteries, respectively. It also changes the pressure pro-
file with maximum differences of 4.27mmHg , 4.36mmHg , 
2.30mmHg and 2.15mmHg for Pa , Pb , Pc and Pd , respec-
tively. Comparing with the results in Blanco et al. (2014), 
the profiles of the pressure and the flow rate show roughly 
the same fluctuations but with different amplitude and local 
oscillations. This may due to the interindividual variability 
of the geometry, the inclusion of closed arterial loops, the 
use of 3D mathematical model vs. 1D model in Blanco et al. 
(2014), or the lack of compliance in the arterial wall of our 
model. It is reported that the compliance of the arterial wall 
affects the blood flow pulsatility and dampens the amplitude 
of fluctuations in the pressure and the flow (Lefferts et al. 
2014).

Fig. 9 shows the spatial distribution of the pressure in the 
abdominal aorta and the proper hepatic artery at t = 1.2 s . 

Fig. 8   A comparison of the pressures at four monitor points ( Pa , 
Pb , Pc and Pd ) and flow rates to the liver, the spleen and the left and 
right kidneys, obtained with and without the organ-based resistance. 
“One-level pressure” and “One-level flowrate” are the pressure and 

flow rate obtained when all the terminal resistances are split by (6). 
“Two-level pressure” and “Two-level flowrate” are their counterparts 
obtained with the organ-based resistance

Fig. 9   The pressure distribution in the abdominal aorta and the 
proper hepatic artery at t = 1.2 s . Selected points PAi and PLi 
( i = 0, 1,⋯ , 6 ) are labeled in the abdominal aorta and the proper 
hepatic artery, respectively, for a quantitative analysis
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As has been described, “One-level pressure” and “Two-level 
pressure” are the pressures calculated without and with the 
organ-based resistance, respectively. It can be seen that 
both “One-level pressure” and “Two-level pressure” show 
gradual decreases from proximal to distal at this moment, 
but the specific nodal values are different. Comparing to 
“One-level pressure”, “Two-level pressure” shows lower 
pressure values in the branches of the four organs where 
the terminal resistances are reduced and higher pressure 
values at other branches where the terminal resistances are 
increased (see Table 2 for the value of the resistance). This 
trend can be quantitatively described by the pressure values 
at the selected points PAi in the abdominal aorta and PLi in 
the proper hepatic artery ( i = 0, 1, .., 6 ), as shown in Table 4. 
In the abdominal aorta, “Two-level pressure” has smaller 
values at the monitor points PA1 , PA2 , PA3 and PA4 , and 
larger values at PA0 , PA5 and PA6 , comparing to those val-
ues in “One-level pressure.” Consequently, by considering 
the organ-based resistance, pressure drops increase at PA1 , 
PA2 , PA3 and PA4 and decrease at PA5 and PA6 with respect 
to the pressure at PA0 . In the proper hepatic artery, the pres-
sure values at all monitor points in “Two-level pressure” 
decrease due to the reduced terminal resistance comparing 
with the values in “One-level pressure.” Although the pres-
sure at PL0 decreases in “Two-level pressure” as well due to 
the organ-based resistance, the pressure drops at all monitor 
points increase comparing with those in “One-level pres-
sure.” Therefore, the flow rate to a specific outlet can be 
proportionally regulated according to the pressure drop.

3.3 � The influence of peripheral branches

The computational cost increases a lot when the arterial tree 
has many branches. Many publications choose a small subset 
of branches to reduce the cost. In this section, we compare 
these two approaches. The blood flow in the abdominal aorta 
with different number of outlets is compared to study the 

influence of the branches. In the original complex artery 
tree (Fig. 1) that we segmented from the CT image, there are 
144 outlets, and a simpler model with 18 outlets (the right 
picture in Fig. 11) is generated, with 2 arteries in the liver, 3 
arteries in the spleen and 2 arteries in each kidney. A mesh 
consisting of 8463732 tetrahedral elements and 1513269 
nodes is used for the computation. Using the same values of 
the organ-specific resistances listed in Table 2, the computed 
blood flow fractions are 6.47% for the liver, 2.99% for the 
spleen and 9.46% for the left and 9.45% for the right kidneys. 
The results are quite close to the fractions computed with 
the larger 144-outlets artery tree as shown in Table 2. Even 
though we obtain almost the same values of blood flow frac-
tions for the left and right renal arteries, the flow rate profiles 
are not exactly the same, shown as “Left-18” and “Right-18” 
in Fig. 10. They also present some differences comparing 
with the flow rate computed with the more complex artery 
tree with 144 outlets obtained in the previous subsection, 
shown as “Left-144” and “Right-144” here. The discrep-
ancy in the profile of renal flow rates can be explained by 
the different values of the terminal parameters in the outlet 
boundary condition, due to the redistribution of the total 
compliance and the organ-level resistance as a result of the 

Table 4   The pressure values at selected monitor points in the 
abdominal aorta PAi and the proper hepatic artery PLi (i=0,1,2,..,6) 
at t = 1.2 s . �P1 and �P2 are the pressure drops, with respect to the 

proximal points PA0 and PL0 , when the resistance is split without and 
with the organ-based resistance, respectively

PA0 PA1 PA2 PA3 PA4 PA5 PA6

One-level pressure 145.63 132.18 139.68 141.05 140.99 124.92 121.61
Two-level pressure 147.58 120.53 136.09 129.16 138.59 130.60 127.62
�P1 – 13.45 5.96 4.58 4.64 20.71 24.02
�P2 – 27.05 11.49 18.42 8.99 16.98 19.96

PL0 PL1 PL2 PL3 PL4 PL5 PL6

One-level pressure 142.91 136.54 131.15 141.98 140.86 137.36 131.73
Two-level pressure 140.72 128.15 118.69 139.39 137.06 129.99 119.72
�P1 – 6.37 11.76 0.93 2.05 5.55 11.18
�P2 – 12.57 22.03 1.33 3.66 10.73 21.00

Fig. 10   A comparison between the flow rate of two renal arteries cal-
culated based on the abdominal aorta with 144 and 18 branch outlets. 
“Left-18” and “Right-18” represent the case of 18 outlets. “Left-144” 
and “Right-144” represent the case of 144 outlets
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truncation of the arterial network. The difference in the flow 
rate between the complex and simpler geometrical models 
has also been demonstrated in the one-dimensional simula-
tion of the recent work (Blanco et al. 2020).

To see the influence of the peripheral branch on the hemo-
dynamics, we show the differences between the complex and 
simpler models both in time and in space. For the monitor 
points Pa , Pb , Pc and Pd marked in Fig. 8, we obtain values 
of 139.74, 140.23, 147.20 and 145.55 mmHg, respectively, 
for the case with 144 outlets and the corresponding values 
are 129.71, 131.29, 140.31 and 138.94 mmHg for the case 
with 18 outlets at t = 1.2 s . We see that discrepancies exist 
between the complex and simpler models in the pressure, as 
reported in Blanco et al. (2020). For the velocity, our inter-
ests focus on the pattern at t = 1.4 s during the late systole 
since it is more unstable comparing with that in the period 
of the early and mid systole, as reported in Youssefi et al. 
(2018). In Fig. 11, the instantaneous streamline of the veloc-
ity field and the velocities in cross sections for the two cases 
are presented. Generally speaking, both cases show some 
similar velocity fields, in which the streamline is relatively 
smooth near the inlet and become somehow complicated 
near the aneurysm and also near the bifurcation points. How-
ever, a careful comparison of the local blood flow pattern 
in the cross section shows the difference. In the cross sec-
tions of the right renal artery, even with the same value for 

the organ resistance, the contour of the velocity is slightly 
changed and a lower value of the surface-averaged velocity 
28.77 cm∕s is obtained in the case of 144 outlets comparing 
to 30.99 cm∕s in the case of 18 outlets. In the cross sections 
of the abdominal aorta, a significant difference is observed 
in the contours of the velocity and the slice-averaged veloci-
ties are 17.75 cm∕s and 16.91 cm∕s in the 144-outlets and 
18-outlets cases, respectively. The smooth contours of the 
velocity in the cross sections show that the mesh is sufficient 
for this velocity field in the branches. In Fig. 12, we plot the 

Fig. 11   The instantaneous streamline of the whole velocity field and the velocities extracted along 2D slices for the right renal artery and the 
abdominal aorta with 144 and 18 outlets at t = 1.4 s . The velocity vectors in the slices are represented by the arrows

Fig. 12   The temporal variation of the averaged pressure and veloc-
ity over the abdominal slices in Fig. 11 for the cases of 144 and 18 
outlets. “Pressure-144” and “Velocity-144” represent the case of 144 
outlets. “Pressure-18” and “Velocity-18” represent the case of 18 out-
lets
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temporal changes of the averaged pressure and velocity over 
the abdominal slices shown in Fig. 11 for the 144-outlets and 
18-outlets cases. From the velocity profiles, we observe a 
change in the blood volume that goes through the cross sec-
tion of the abdominal aorta. Overall, the peripheral branches 
affects the blood flow field both in time and in space. In this 
context, as discussed in Blanco et al. (2020), the complex 
arterial network has an advantage of reducing the impact of 
model assumption comparing to the simpler model.

3.4 � Parallel scalability and solution sensitivity

In this subsection, we first study the parallel performance 
of the proposed algorithm. We then investigate the solution 
sensitivity with respect to the mesh size and the time-step 
size. Moreover, we examine the robustness of the proposed 
algorithm with respect to the terminal parameters, namely 
the total resistance RT and capacitance CT , which, if not 
specifically indicated, take the values 2680.97 dyn ⋅ s/cm5 
and 4.16 × 10−4 cm5∕dyn , respectively.

Table 5 shows the strong scalability of our solver tested 
on three meshes with 6.77 × 106 , 1.30 × 107 and 2.27 × 107 
elements. The results are collected based on the first 20 time 
steps. In this table, “np” is the number of processor cores. 
“Newton” and “Time” are the average number of Newton 
iterations and the wall clock time for each time step, respec-
tively. “GMRES” is the average number of linear iterations 
for each Newton step. “Speedup” and “Efficiency” are the 
speedup ratio and the parallel efficiency of our algorithm, 
which supposed to follow a linear growth with the increase 
in the number of processor cores. For each mesh, as the 
number of processor cores increases, we observe that the 
number of Newton iterations stays nearly as a constant, 
the number of GMRES changes gradually and the “Time” 

decreases significantly. We obtain a parallel efficiency of 
68% with 1200 cores, 74% with 1800 cores and 66% with 
3000 cores for the three meshes from coarse to fine. To see 
it more clearly, the speedup and efficiency vs. the number 
of processors are plotted in Fig. 13. Thus, we conclude that 
our algorithm achieves good strong scalability with up to 
3000 processor cores. Table 6 shows the weak scalability 
tested on meshes with 3.32 × 106 , 6.77 × 106 , 1.30 × 107 and 
2.27 × 107 elements using 360, 720, 1440 and 2880 proces-
sor cores, respectively. The results show that the algorithm 
is not weakly scalable, for which the computing time should 
remain as a constant since the problem size on each proces-
sor is fixed. In Yang and Cai (2011), the authors indicate that 
a multilevel restricted additive Schwarz preconditioner may 
improve the weak scalability.

As shown in Table 7, we calculate the space-averaged 
pressure and velocity, and the flow rate for the four con-
sidered organs at t = 0.2 s and t = 0.4 s , based on the 
three unstructured finite element meshes with 3.32 × 106 , 
6.77 × 106 and 1.30 × 107 elements. We calculate the aver-
aged quantities since the adopted meshes are unstructured 
and not uniformly refined. It shows that the accuracy of 
the space-averaged pressure and velocity is both improved 
with the increase in the number of elements, but the incre-
ment is small. Therefore, the mesh with 6.77 × 106 ele-
ments is adopted in the following tests as it balances the 
computational cost and the solution accuracy. It is noted 
that the instantaneous flow rate does not change much for 
the three meshes. We calculate the blood flow fraction 
based on the mesh with 6.77 × 106 elements and obtain 
values of 6.29% for the liver, 3.00% for the spleen, 9.43% 
and 9.02% for the left and right kidneys, respectively. The 
results are almost identical to the results calculated using 
the mesh with 1.43 × 107 elements in the previous section. 

Table 5   Strong scalability 
tests for three meshes with 
6.77 × 106 , 1.30 × 107 and 
2.27 × 107 elements

Mesh np Newton GMRES Time (s) Speedup Efficiency

6.77 × 106 240 2.6 153.60 64.19 1.00 100%
480 2.6 144.65 32.86 1.95 98%
720 2.6 171.44 26.71 2.40 80%
960 2.6 180.38 21.63 2.97 74%

1200 2.6 180.94 18.84 3.41 68%
1.30 × 107 360 2.6 220.47 108.97 1.00 100%

720 2.6 203.29 54.18 2.01 101%
1080 2.5 242.74 43.36 2.51 84%
1440 2.5 274.71 36.54 2.93 75%
1800 2.5 256.14 29.54 3.69 74%

2.27 × 107 600 2.7 363.93 208.84 1.00 100%
1200 2.7 390.83 119.55 1.75 87%
1800 2.7 393.75 82.36 2.54 85%
2400 2.7 444.53 74.32 2.81 70%
3000 2.7 470.83 63.53 3.29 66%
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This demonstrates that our computed blood flow fraction is 
mesh-independent.

The time-step size influences the convergence of the 
numerical algorithm as well as the accuracy of the solution. 
Our algorithm is not restricted by the CFL condition owing 
to the fully implicit temporal scheme. In Table 8, we study 
the solution sensitivity with respect to the time-step sizes 
5 × 10−4 , 1 × 10−3 and 2 × 10−3 . It can be seen that the algo-
rithm converges for all time step sizes. The decrease in the 
time-step size improves the solution accuracy, but increases 

Fig. 13   The speedup and efficiency vs. the number of processors for three meshes with 6.77 × 106 , 1.30 × 107 and 2.27 × 107 elements. The black 
dash lines are for the ideal linear speedup with 100% efficiency

Table 6   Weak scalability tested on meshes with 3.32 × 106 , 
6.77 × 106 , 1.30 × 107 and 2.27 × 107 elements using 360, 720, 1440 
and 2880 processor cores, respectively

Mesh np Newton GMRES Time (s)

3.32 × 106 360 2.3 158.54 20.71
6.77 × 106 720 2.6 171.44 26.71
1.30 × 107 1440 2.5 274.71 36.54
2.27 × 107 2880 2.6 465.44 62.48

Table 7   The space-averaged pressure (mmHg) and magnitude of velocity (cm/s), and the flow rate (ml/s) to interested organs at t = 0.2 s and 
0.4 s obtained using meshes with different number of elements

Mesh Pressure  
t=0.2 s

Pressure  
t=0.4 s

Velocity  
t=0.2 s

Velocity  
t=0.4 s

 Flow rate t=0.2 s  
liver / spleen / left & right 
kidney

 Flow rate t=0.4 s  
liver / spleen / left & right 
kidney

3.32 × 106 145.68 136.40 44.53 13.92 l6.75 / 9.98 / 21.77 / 15.71 6.14 / 2.53 / 7.66 / 8.08
6.77 × 106 144.04 135.97 44.28 13.93 17.08 / 9.88 / 21.73 / 15.86 5.96 / 2.53 / 7.69 / 8.13
1.30 × 107 143.04 135.88 44.12 13.89 17.39 / 9.89 / 21.80 / 16.03 5.93 / 2.56 / 7.69 / 8.15

Table 8   The space-averaged pressure (mmHg) and magnitude of velocity (cm/s), and the flow rate (ml/s) to interested organs at t = 0.2 s and 
0.4 s obtained with different time-step sizes

Time-step sizes Pressure  
t=0.2 s

Pressure  
t=0.4 s

Velocity  
t=0.2 s

Velocity  
t=0.4 s

 Flow rate t=0.2 s  
liver / spleen / left & right 
kidney

 Flow rate t=0.4 s  
liver / spleen / left & right 
kidney

5 × 10−4 143.46 135.92 44.41 13.88 17.17 / 9.87 / 21.68 / 15.83 5.95 / 2.56 / 7.76 / 8.19
1 × 10−3 144.04 135.97 44.28 13.93 17.08 / 9.88 / 21.73 / 15.86 5.96 / 2.53 / 7.69 / 8.13
2 × 10−3 144.67 136.07 44.09 13.91 17.05 / 9.91 / 21.80 / 15.91 5.93 / 2.50 / 7.62 / 8.10
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the number of iterations and affects the overall execution 
time. Therefore, the time-step size 1 × 10−3 is adopted in 
this work after considering the computing time vs. accuracy.

Table  9 shows the robustness of the algorithm with 
respect to the terminal parameters, including the total resist-
ance RT and the total capacitance CT . By using 480 proces-
sor cores, RT with values 1340.49, 2680.97 and 5361.94 and 
CT with values 2.08 × 10−4 , 4.16 × 10−4 and 8.32 × 10−4 are 
tested. It can be seen that the number of nonlinear iterations 
stays at 2.6 for all the tests. The increase in the value of RT 
leads to a small increase in GMRES iterations and the aver-
aged computing time as well. The increase in the value of 
CT slightly decreases the GMRES iterations and reduces the 
computing time. Overall, the proposed algorithm is robust 
with respect to both RT and CT.

3.5 � Limitation

The rigid wall assumption is a potential limitation of this 
study. However, although the fluid-structure interaction 
(FSI) may have some influences on the pressure and veloc-
ity patterns, it should not have a strong impact on the dis-
tribution of the blood flow (Lopes et al. 2019). Moreover, 
it is very difficult to obtain the patient-specific thickness 
and material properties of the artery wall. Without the cor-
rect geometry and material parameters, the results from the 
FSI computation may actually be worse than the fluid only 
simulations.

4 � Concluding remarks

In this paper, we studied a highly parallel algorithm for the 
simulation of blood flows in the abdominal aorta with all pri-
mary organs and 144 branches. The 3-element Windkessel 
model was applied to all the outlets, and a two-level organ-
based resistance splitting method was introduced. We vali-
dated the proposed approach by comparing the result with 
that obtained with a commercial software package ANSYS 
CFX. Since the blood supply to specific organs is regulated 

by the terminal resistance, we therefore predetermine their 
values by a resistance-flow relationship. This procedure 
requires no additional computational cost and produces 
physiologically correct results. Our numerical experiments 
show that local hemodynamic properties depend on the 
artery used in the simulation. Keeping more branches of the 
arterial network increases the computational cost, but brings 
refined blood flow patterns comparing to the coarser ana-
tomical model. We also investigated the solution accuracy 
in terms of the mesh size and the time-step size and studied 
the parallel scalability of the proposed algorithm. In sum-
mary, the proposed parallel algorithm is capable of solving 
blood flow simulation problems in patient-specific arteries 
with a complex network of arterial branches. The method 
will potentially be useful for surgical planning involving the 
organs receiving blood from the abdominal aorta.
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